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PEDESTRIAN TRAJECTORY EXTRACTION

Fig. S1 shows the extraction process of pedestrian trajec-
tories in the self-build dataset. First, a surveillance camera
installed on the exterior wall of the canteen is used to collect
the pedestrian video with a frame rate of 25FPS. Then, we
combine YOLOv4 [1] with Deep SORT [2] to implement
the detection and tracking of pedestrians, and eliminate the
perspective distortion using homography transformation. Last,
12,326 pedestrian trajectories are obtained after the cleaning
process, and the temporal series of density, speed, and flow
are calculated for trajectory analysis. The detailed procedures
of data extraction are presented in subsequent contents.

A. Video Collection
In September 2020, we conducted several field investiga-

tions at Bashu Secondary School (106.56◦E and 29.54◦N) in
Chongqing, China. The flat ground in front of the canteen can
be chosen as a study area S because dining is an essential
activity for school personnel at specific periods of the day.
The study area S is restricted to pedestrian walking, and its
area is estimated as AS ≈ 453.23m2 by field measurements.
The students from Bashu Secondary School are regarded as
the main research subjects, which is attributed to the following
two reasons: First, subgroups frequently appear in this area due
to the familiarity of students. Second, the behavior of students
entering and leaving the canteen is relatively simple, whereas
other behaviors such as staying or wandering seldomly appear.

To collect the pedestrian video in this area, a surveillance
camera HIKVISION DS-2CD3T45-I5 (6mm) was installed on
the exterior wall of the canteen, roughly 6m above the ground.
The frame rate is controlled to 25FPS and the resolution is
1920×1080 pixels. Fig. S1(a) shows the realistic pictures of
the study area and the camera location, as well as a satellite
image of the observation conditions. The camera collected 24-
hour video from 17:00 on September 9, 2020 to 17:00 on
September 10, 2020. Note that the request concerning video
collection was approved by Bashu Secondary School, and all
pedestrians were observed under natural conditions without
being informed in advance.
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B. Detection and Tracking

With the development of computer vision, the detection-
based tracking method has become a significant technique.
Here, YOLOv4 and Deep SORT algorithms are combined to
achieve the detection and tracking of pedestrians. YOLOv4,
as a continuation version of YOLO [3] in one-stage object
detectors, achieves faster and stronger object detection mainly
by adding tricks in the training process, loss calculation, and
activation functions. Deep SORT, as an improved version of
SORT [4] in multiple objective tracking (MOT) algorithms,
reduces a host of invalid ID switches by incorporating more
reliable metrics of motion and appearance information.

YOLOv4 is adopted to detect pedestrians in the collected
video, and the concrete details are provided below. First, the
collected video is split frame by frame into images as the
input. Second, the feature layers on frame images are extracted
through the CSPDarknet53 backbone, and a series of stacked
residual network structures improve the detection performance
by adding appropriate depth. Next, SPP [5] and PAN [6] are
served as the feature pyramid structures, where SPP separates
out the most important contextual features without the loss
of speed, and PAN realizes multi-channel feature fusion by
shortening the propagation of feature information between low
and high levels. Finally, the object prediction is performed on
multiple extracted feature layers, and each detected pedestrian
is marked by the bounding box (x, y, a, b) that includes the
center position (x, y), aspect ratio a, and height b.

The bounding boxes of detected pedestrians are regarded
as the input of Deep SORT, and the original four-dimensional
state space (x, y, a, b) can be extended to eight-dimensional
(x, y, a, b, ẋ, ẏ, ȧ, ḃ), where (ẋ, ẏ, ȧ, ḃ) is the inter-frame ve-
locity of parameters. The pedestrian trajectory is predicted
using the Kalman filtering containing a uniform velocity model
and a linear observation model. The measurement association
records the trajectory duration since the last successful match,
and the trajectory will be terminated if the duration exceeds
a predefined maximum threshold. To associate the Kalman
states of predicted trajectory with actual measurement values,
similarity metrics are applied to compare motion and appear-
ance information, where the Mahalanobis distance is valid
for calculating motion information, and the smallest cosine
distance is used to measure appearance information. The above
similarity metrics are combined with a weighted factor for
constructing associations to solve assignment issues.

The predicted uncertainty of Kalman filtering increases
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Fig. S1. Extraction process of pedestrian trajectories. (a) Realistic pictures of the study area (a1) and the camera location (a2), as well as
a satellite image of the observation conditions (a3). (b) An original snapshot (b1) and its corresponding tracking snapshot (b2) at a certain
time in the video sequence, where each pedestrian is marked with a bounding box and is assigned a unique ID number. (c) 4 pairs of feature
matching points are selected from the satellite picture (c1), whose real-world coordinates and image coordinates are measured by fieldwork
and software (c2). The frame images are calibrated for perspective distortion (c3), and a real-world coordinate system is established (c4). (d)
12,326 valid pedestrian trajectories are extracted after the cleaning process. (e) Temporal series of density, speed, and flow calculated based
on the extracted trajectories. These five periods are highlighted by shaded areas with different colors, and the minimum sampling range is
defined in minutes.

significantly if a pedestrian has been obscured for a long time.
Assuming that two trajectories compete for the right to match
the same detection, the one with longer occlusion is prone
to be associated. This undesirable result would destroy the
continuity of tracking because the Mahalanobis distance is
conducive to larger uncertainty. Hence, the matching cascade
algorithm gives priority to more frequent objects for solving
this problem. In the following application phase, a feature ex-
traction network of deep learning is used on large-scale person
re-identification datasets, which is critical for distinguishing
different pedestrians. Fig. S1(b) displays an original snapshot
and its corresponding tracking snapshot at a certain time in
the video sequence, where each pedestrian is marked with a
bounding box and is assigned a unique ID number.

C. Calibration of Perspective Distortion
The frame images from the collected video are affected by

perspective distortion, resulting in each pixel corresponding to
a different metric size. Therefore, it is necessary to achieve the
reconstruction of the coordinate system using the calibration
of perspective distortion. To describe the geometric properties
of perspective projection, the mapping function (ui, vi) =

f(Xi, Yi, Zi) is employed to convert the real-world coordinate
(Xi, Yi, Zi) and the image coordinate (ui, vi). The calibration
procedure of direct linear transformation (DLT) [7] is adopted
to implement the mapping relation by ignoring nonlinear radial
and tangential distortion components. Given that the positions
of pedestrians are on the same plane (we assume Z = 0), the
mapping relation is simplified below: ui

vi
1

 =

 h11 h12 h13

h21 h22 h23

h31 h32 h33

 Xi

Yi

1

 (S1)

where H = (hij) ∈ R3×3 denotes the invertible homography
matrix, whose coefficients depend on the internal parameters
of the camera and the relative position of the camera in space.
To solve these coefficients in the homography matrix, the
above equation is transformed into the following form:

ui =
h11Xi + h12Yi + h13

h31Xi + h32Yi + h33
, vi =

h21Xi + h22Yi + h23

h31Xi + h32Yi + h33
(S2)

Assuming that we obtain N pairs of feature matching points
between image coordinates and real-world coordinates, the
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system of linear equations is given by:


X1 Y1 1 0 0 0 −u1X1 −u1Y1 −u1

0 0 0 X1 Y1 1 −v1X1 −v1Y1 −v1
...

...
...

...
...

...
...

...
...

XN YN 1 0 0 0−uNXN −uNYN −uN

0 0 0XN YN 1 −vNXN −vNYN −vN





h11

h12

h13

h21

h22

h23

h31

h32

h33


= 0

(S3)
For simplicity, Equation (S3) is rewritten as L ·h = 0, where
L ∈ R2N×9 and h ∈ R9×1. The constraint condition ∥H∥ =
1 is supplemented since H ↔ γH (γ ̸= 0). Note that there are
8 degrees of freedom even though H contains 9 unknowns,
thereby 4 pairs of feature matching points (i.e., 8 equations)
are sufficient to find a closed-form solution.

Based on the least square method (LSM), the constraint
condition hTh = 1 is employed to prevent the generation of
the invalid solution h = 0. As a result, we perform the singular
value decomposition (SVD) on matrix L:

L = U
∑

V (S4)

Here, V consists of eigenvectors of a real symmetric matrix
LTL. By conducting the eigenvalue decomposition on LTL,
the homography vector h is deduced as a unit eigenvector cor-
responding to the smallest eigenvalue. Later, 4 pairs of feature
matching points are selected from the satellite picture, whose
real-world coordinates and image coordinates are measured by
fieldwork and software. Fig. S1(c) shows the frame images are
calibrated for perspective distortion using homography vector
h, we then choose feature matching point 1 as the coordinate
origin and establish a real-world coordinate system.

D. Trajectory Cleaning and Analysis

The collected video with pedestrian tracking information is
sampled at a time step ∆t of 1s (25FPS), and we define Γ(t)
as the frame image at time t. The bottom center coordinate
of the bounding box is regarded as the position coordinate
of pedestrian i in frame image Γ(t), which is then converted
to a real-world coordinate using the calibration of perspective
distortion. We collect a total of 311,000 position coordinates
and remove 11,164 of them containing false detections (e.g.,
non-pedestrian objects, out-of-boundary detections) by manu-
ally checking 86,400 frame images. From this, the trajectory
of pedestrian i in continuous frame images is expressed as
[ri(t

s
i ), · · · , ri(tei )], where tsi is the time when pedestrian i

appears on the screen, and tei is the time before he or she
disappears from the screen.

Due to the limitation of perspective, however, the tracking
effect is interfered by the mutual occlusion among pedestrians
to a certain extent. This results in missing values in pedestrian
trajectories, whereby it is required to clean the trajectory data
for ensuring its availability and accuracy. It is assumed that
the trajectory of pedestrian i is incomplete, which is written as
[ri(t

s
i ), · · · , ri(t

p
i ), ri(t

p+q∆t
i ), · · · , ri(tei )], where q is a posi-

tive integer and satisfies q ≥ 2. Given that the corresponding

velocities in this trajectory can also be easily calculated, we
first consider interpolating the missing velocities by assuming
a constant acceleration:

vi(t
p+δ∆t
i ) = vi(t

p
i ) +

δ

q

(
vi(t

p+q∆t
i )− vi(t

p
i )
)

(S5)

where δ ∈ {1, · · · , q − 1}, and those missing positions in this
trajectory are therefore generated as follows:

ri(t
p+δ∆t
i ) = ri(t

p+(δ−1)∆t
i ) + vi(t

p+(δ−1)∆t
i )∆t (S6)

However, two issues are found to remain with these processed
pedestrian trajectories. One is the trajectories with short du-
rations, due to the rapid appearance and disappearance of
pedestrians around border areas. The other is the trajectories
with long durations, caused by staying for a long time or
incorrectly matching at the confluence. To address the above
issues, the trajectories whose durations satisfy tei − tsi ≤ tmin

d

are deleted because they are trivial for subsequent analysis.
For the trajectories whose durations tally with tei − tsi ≥ tmax

d ,
part of which formed by prolonged stay are directly deleted,
and others are assigned new IDs to correct the incorrectly
matched bounding boxes. Note that tmin

d and tmax
d are set to

5s and 60s according to video observations. Finally, as shown
in Fig. S1(d), 12,326 valid pedestrian trajectories are extracted
based on the above series of steps.

The temporal series analysis of pedestrian trajectories is
also performed to better understand the fundamental quantities
(e.g., density, speed, and flow) of crowd movements [8]. The
density ρ(t) = Nt/AS is defined as the number of pedestrians
per unit area, where Nt denotes the number of pedestrians at
time t. The speed is calculated using the general approach
v(t) =

∑
i∈ΦS

∥vi(t)∥/Nt, where vi(t) is the velocity of
pedestrian i at time t, and ΦS is the set of all pedestrians in
study area S. The flow is deduced based on the fluid-dynamic
equation Q(t) = ρ(t) · v(t). Fig. S1(e) depicts the 24-hour
temporal series of density, speed, and flow calculated based
on the extracted trajectories. The periods during breakfast time
(06 : 40−07 : 20), lunch time (11 : 50−12 : 50), dinner time
(17 : 00−18 : 00), and supper time (22 : 00−22 : 40) are held
as four concentrated phases of crowd emergence, while a small
number of pedestrians can also be observed passing through
the study area during free time in the video. The above facts
demonstrate that the characteristics of crowd movements in
this environment are complicated, which brings considerable
difficulty to the automatic identification of subgroups.
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